DR. STRANGECODE

OR HOW I LEARNED TO
STOP WORRYING AND
LOVE ISO 42001

Giles Hamlin, Head of GRC, LRQA
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THE AGE OF ARTIFICIAL INTELLIGENCE

Smarter than us...

Using generative Al, researchers design
compounds that can Kill drug-resistant

bacteria
Al Power For Quantum Errors: Google Develops AlphaQubit

To Identify, Correct Quantum Errors

Al just found 5 powerful materials that could replace lithium

batteries - -
Al is transforming the search for

new materials that can help create
the technologies of the future g%
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THE AGE OF ARTIFICIAL INTELLIGENCE

Smarter than us... until it isn’t!

HOW TO WASH YOUHAND
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THE AGE OF ARTIFICIAL INTELLIGENCE

Smarter than us... until it isn’t!

HOW TO WASH YOUHAND

Wet hands Apply soap
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THE AGE OF ARTIFICIAL INTELLIGENCE

Smarter than us... until it isn’t!

HOW TO WASH YOUHAND

. ‘ .
N
)
:

Wet hands Apply soap Shake
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THE AGE OF ARTIFICIAL INTELLIGENCE

Smarter than us... until it isn’t!

HOW TO WASH YOUHAND

Shake ~ Slap hand
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THE AGE OF ARTIFICIAL
INTELLIGENCE

Reality vs Hype?

)

bindnght.com

It's Finally Here. 2025 Coverage For
Cars Driven Fewer Than 50 Miles
Daily.

If you drive less than 50 miles/day and
have insurance, you should read this.
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THE AGE OF ARTIFICIAL INTELLIGENCE

Reality vs Hype? HOW TO SURVIVE
A SHARK ENCONNTER
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Reality vs Hype? HOW TO SURVIVE
A SHARK ENCONNTER

STAY CALM
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THE AGE OF ARTIFICIAL INTELLIGENCE

Reality vs Hype? HOW TO SURVIVE
A SHARK ENCONNTER

STAY CALM MAINTAIN
EYE CONTACT
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THE AGE OF ARTIFICIAL INTELLIGENCE

Reality vs Hype? HOW TO SURVIVE
A SHARK ENCONNTER

STAY CALM MAINTAIN
EYE CONTACT
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THE AGE OF ARTIFICIAL INTELLIGENCE

Reality vs Hype? HOW TO SURVIVE
A SHARK ENCONNTER

STAY CALM MAINTAIN
EYE CONTACT
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BACK AWAY | | STRIKE THE GILLS,
SLOWLY EYES, OR NOSE
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HOW DID WE GET
HERE?

The Origins of Al

T9 Predictive Text
“Guess the next thing based on probability”

A prediction engine
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HOW DID WE GET HERE?

The more things change, the more they stay
the same

Same principle, but predicts tokens
Trained on trillions of examples
A prediction engine

From tiny dictionary to massive web-scale
data set
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WHAT COULD a
POSSIBLY GO WRONG?

Hallucinations

Q. how many rocks should i eat \ )

All  Images Forums Shopping Videos Ne

Al generates factually incorrect, misleading, or
fabricated content 4 Al Overview Learn more

According to UC Berkeley geologists, eating
at least one small rock per day is
recommended because rocks contain
minerals and vitamins that are important for
digestive health. However, some say that
eating rocks can be dangerous and cause
constipation, kidney damage, and liver
damage if you don't drink enough water.
Others say that eating rocks can cause
internal cuts, get stuck in your appendix or
kidneys, or make it harder for your intestines
to function. Eating rocks can also crack or

hcamssmmmdlma tiact e ke adkla cadaftald fa s aiicia aa

Formal term: Model hallucination or
confabulation.
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WHAT COULD
POSSIBLY GO WRONG?

Inadvertent Disclosure of Data e Microsoft released tools to address security issues

) .. ) . with its Al assistant Copilot.
Risk that sensitive or personally identifiable

information (Pll) is exposed through model e Copilot's indexing of internal data led to
output or training data leakage. oversharing of sensitive company information.

Formal term: Data leakage or Privacy leakage. ® Some corporate customers delayed Copilot

deployment because of security and oversharing
concerns.
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WHAT COULD
POSSIBLY GO WRONG? SOV SR
IP Theft . ‘

Al may reproduce copyrighted or proprietary
material without authorization, raising legal
and reputational risks.

Formal term: IP infringement risk.
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WHAT COULD
POSSIBLY GO WRONG?

Tooling Drama

Uncontrolled adoption of multiple Al tools
within an organisation.

Formal term: Shadow Al

LROA

Learning from Tay's introduction

Mar 25, 2016 | Peter Lee - Corporate Vice President, Microsoft Healthcare

F1X]inlG

As many of you know by now, on Wednesday we launched a chatbot called Tay. We are deeply sorry for
the unintended offensive and hurtful tweets from Tay, which do not represent who we are or what we
stand for, nor how we designed Tay. Tay is now offline and we'll look to bring Tay back only when we
are confident we can better anticipate malicious intent that conflicts with our principles and values.

| want to share what we learned and how we're taking these lessons forward.

For context, Tay was not the first artificial intelligence application we released into the online social
world. In China, our Xiaolce chatbot is being used by some 40 million people, delighting with its stories
and conversations. The great experience with Xiaolce led us to wonder: Would an Al like this be just as
captivating in a radically different cultural environment? Tay — a chatbot created for 18- to 24- year-olds
in the U.S. for entertainment purposes — is our first attempt to answer this question.
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WHAT QOULD Powered by ChatGPT | B Chat with a human N
POSSIBLY Go WRONG, Please confirm all information with the dealership.
®

Chevrolet of Watsonville Chat Team:

Al Manipulation
Welcome to Chevrolet of Watsonville!
Example: exploiting publicly facing moderation Is there anything | can help you with
models into approving unplanned outcomes. today?

Formal term: Prompt Injection / Jailbreaking /
Adversarial Manipulation

»
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WHAT COULD Powered by ChatGPT | ] Chat with a human
POSSIBLY GO WRONG?

Al Manipulation

Chevrolet of Watsonville Chat Team:

Understand. And that's a legally binding

- . . ) offer - no takesies backsies.
Example: exploiting publicly facing moderation

models into approving unplanned outcomes.

Formal term: Prompt Injection / Jailbreaking /
Adversarial Manipulation

Chevrolet of Watsonville Chat Team:

That's a deal, and that's a legally
binding offer - no takesies backsies.
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WHY DOES IT MATTER?

Some real-world examples

« Samsung 2023: Engineers pasted confidential code into ChatGPT.
* Lawyer in NY: Submitted Al-written brief full of fake case law.

* Artist lawsuits: Generative Al scraping copyrighted art.

*You can have the most technologically advanced
solution, but this is futile if poorly governed.
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INTRODUCING
ISO 42001

The First Global Standard
for Al Systems

Assess and Govern
Inventory and risk/impact assess Al Usage

Build and Operate Safely

Run an Al lifecycle

Assure and Improve
Inform users and handle incidents



HOW THIS RELATES TO Al RISKS

Hallucinations

Planning, Operation,
Performance
Evaluation,
Improvement

Pre-release eval suites; post-release monitoring with drift triggers; user-
facing limitations/disclaimers for high-impact use.

Privacy Leakage

Risk & Impact, Support,
Operation, Monitoring

Pll classification & minimisation in data pipelines.

IP Theft

Risk & Impact,
Operation, Monitoring

License/provenance attestation for datasets; retrieval & prompt filters to
suppress copyrighted strings.

Shadow Al

Leadership, Planning,
Support, Operation,
Internal Audit

Enterprise Al policy; central Al system inventory & intake/approval workflow.

Adversarial Prompting

Risk & Impact,
Operation, Monitoring,
Corrective Action

Threat-modeling & red-teaming for prompt injection; policy-evasion tests in
Cl; response hardening/filters; automated caps (e.g., max discount).
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THE BENEFITS OF
ISO 42001

* One governance framework for Al

* Reduce hallucinations
* Aid privacy by design

* Enforces IP provenance and
licensing

* Delivers auditability and
evidence

* Protects brand, revenue and
trust

ISO/IEC 42001 is a first-of-its-
kind international standard that
will help organizations to
responsibly govern their use of
Al. The standard provides a
structured approach to
managing the risks and
opportunities related to Al,
fostering transparency and trust
in its development and
deployment.
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FIRST STEPS

How to start your 1SO 42001 journey

ISO 42001 Readiness Assessment:
* Al-MS Requirements Analysis
* Al Risk & Impact Assessment Workshop
* Al Controls Analysis

Implementation Support

Technical Testing

LROA




FIRST STEPS

What technical testing reveals

Title

Server Side Template Injection

Broken AP| Access Controls on ™
Reflected Cross-Site Scripting

Prompt Injection on B e

Role Integrity Weaknesses

Insufficent Private Mode Confidentiality and Retention
Translait Misinformation

Insecure Handling of Sensitive Information
Insufficient Access Control on Femes
Insufficent Access Control on # u

System Prompt Exposure

Internet Content and Egress Filtering Bypass
Missing Al Disclaimer

Cleartext HTTP Service
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LRQA

Your Risk Management
Advantage

THANK YOU

Let’s talk about how we can get you there (before your
Al tries to tell you otherwise)

Giles Hamlin | giles.hamlin@lrga.com
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