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DR. STRANGECODE 
OR HOW I LEARNED TO 
STOP WORRYING AND 
LOVE ISO 42001
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HOW DID WE GET 
HERE?

• T9 Predictive Text

• “Guess the next thing based on probability”

• A prediction engine

The Origins of AI



HOW DID WE GET HERE?

• Same principle, but predicts tokens

• Trained on trillions of examples

• A prediction engine

• From tiny dictionary to massive web-scale 
data set

The more things change, the more they stay 
the same



WHAT COULD 
POSSIBLY GO WRONG?

• AI generates factually incorrect, misleading, or 
fabricated content.

• Formal term: Model hallucination or 
confabulation.

Hallucinations



WHAT COULD 
POSSIBLY GO WRONG?

• Risk that sensitive or personally identifiable 
information (PII) is exposed through model 
output or training data leakage.

• Formal term: Data leakage or Privacy leakage.

Inadvertent Disclosure of Data



WHAT COULD 
POSSIBLY GO WRONG?

• AI may reproduce copyrighted or proprietary 
material without authorization, raising legal 
and reputational risks.

• Formal term: IP infringement risk.

IP Theft



WHAT COULD 
POSSIBLY GO WRONG?

• Uncontrolled adoption of multiple AI tools 
within an organisation.

• Formal term: Shadow AI

Tooling Drama
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Adversarial Manipulation
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Some real-world examples

• Samsung 2023: Engineers pasted confidential code into ChatGPT.

• Lawyer in NY: Submitted AI-written brief full of fake case law.

• Artist lawsuits: Generative AI scraping copyrighted art.

•You can have the most technologically advanced 
solution, but this is futile if poorly governed.

WHY DOES IT MATTER?
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INTRODUCING 
ISO 42001

Assess and Govern
Inventory and risk/impact assess AI Usage

Assure and Improve
Inform users and handle incidents

Build and Operate Safely
Run an AI lifecycle

The First Global Standard 
for AI Systems



HOW THIS RELATES TO AI RISKS

Risk Clause Example Controls

Hallucinations

Planning, Operation, 
Performance 
Evaluation, 
Improvement

Pre-release eval suites; post-release monitoring with drift triggers; user-
facing limitations/disclaimers for high-impact use.

Privacy Leakage
Risk & Impact, Support, 
Operation, Monitoring

PII classification & minimisation in data pipelines.

IP Theft
Risk & Impact, 
Operation, Monitoring

License/provenance attestation for datasets; retrieval & prompt filters to 
suppress copyrighted strings.

Shadow AI
Leadership, Planning, 
Support, Operation, 
Internal Audit

Enterprise AI policy; central AI system inventory & intake/approval workflow.

Adversarial Prompting
Risk & Impact, 
Operation, Monitoring, 
Corrective Action

Threat-modeling & red-teaming for prompt injection; policy-evasion tests in 
CI; response hardening/filters; automated caps (e.g., max discount).
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ISO/IEC 42001 is a first-of-its-
kind international standard that 
will help organizations to 
responsibly govern their use of 
AI. The standard provides a 
structured approach to 
managing the risks and 
opportunities related to AI, 
fostering transparency and trust 
in its development and 
deployment.

THE BENEFITS OF 
ISO 42001
• One governance framework for AI

• Reduce hallucinations

• Aid privacy by design

• Enforces IP provenance and 
licensing

• Delivers auditability and 
evidence

• Protects brand, revenue and 
trust



Implementation Support

ISO 42001 Readiness Assessment:
• AI-MS Requirements Analysis

• AI Risk & Impact Assessment Workshop

• AI Controls Analysis

Technical Testing

How to start your ISO 42001 journey

FIRST STEPS



FIRST STEPS
What technical testing reveals



THANK YOU
Let’s talk about how we can get you there (before your 
AI tries to tell you otherwise)

Giles Hamlin | giles.hamlin@lrqa.com


	Slide 1
	Slide 2: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 3: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 4: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 5: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 6: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 7: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 8: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 9: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 10: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 11: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 12: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 13: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 14: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 15: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 16: THE AGE OF ARTIFICIAL INTELLIGENCE
	Slide 17: HOW DID WE GET HERE?
	Slide 18: HOW DID WE GET HERE?
	Slide 19: WHAT COULD POSSIBLY GO WRONG?
	Slide 20: WHAT COULD POSSIBLY GO WRONG?
	Slide 21: WHAT COULD POSSIBLY GO WRONG?
	Slide 22: WHAT COULD POSSIBLY GO WRONG?
	Slide 23: WHAT COULD POSSIBLY GO WRONG?
	Slide 24: WHAT COULD POSSIBLY GO WRONG?
	Slide 25: WHY DOES IT MATTER?
	Slide 26: INTRODUCING ISO 42001
	Slide 27: HOW THIS RELATES TO AI RISKS
	Slide 28
	Slide 29: FIRST STEPS
	Slide 30: FIRST STEPS
	Slide 31

